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Abstract

Internal migration is the most volatile and difficto predict component of regional
demographic change. A pure demographic approadyg asje and sex-specific parameters of
migration intensities cannot fully capture the raigwn trends over time. One of the
approaches that can be used for a better descriptipast trends and forecasting of future
trends is to use additional non-demographic infaionesuch as regional economic indicators.
In this paper we compare the predictive performarigrire demographic and extended
economic-geographical models using data of foupgean countries at the so-called NUTS 2
level. The models are nested within a GLM spediifocathat allows both demographic and
extended models to be written as specific casésgdinear models. Therefore model fit and
performance can be compared directly.
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1 Introduction

In subnational population projections, internal ratgn is the most volatile and difficult to
project component of regional population changg@uRaiion migration involves the
relocation of individuals between geographical tmoes. It is a complex phenomenon, not
only because of the complexity of spatial pattafovement that are involved, but because
of the myriad of motivations that influence theesand the composition of the flows between
any two discrete areas. Moreover, the imprecisidch@data that are used to analyse spatial
patterns of population relocation is a severe alestar scientific advances in this field. The
interest of demographers in this field is also guiblatile. Subnational population projections
received ample attention in the seventies and ieglas a consequence of the development of
multi-state demography, in which several interagpopulations may be projected
simultaneously (Rogers, 1966, 1967, 1968, 1973eRognd Willekens, 1986; Willekens and
Drewe, 1984; Rees and Wilson, 1973, 1975, 197 thdrast decades the attention has
waned however, and this may have to do with sombeopractical difficulties in
implementing the methodology. The multi-regionaindgraphic model is a perfect
accounting framework in which all demographic comgrts of subnational population
change are integrated consistently. The probler this model is that it demands huge
amounts of data and parameters: for instance, @regiyn-destination flow is decomposed in
age and sex categories. Many countries lack tretddtll this matrix. For a system with 10
regions, and 20 age groups, the migration compasetrtven in theory by 1800 distinct
parameters, and for projection purposes, in pria@gssumptions about the future time path of
each parameters are required. The question hoealondth this problem leads to two types
of approaches, which may be labelled demograpldeeaplanatory. The demographic
approach tries to find a structure in the paramnsetehich may be used for modelling future
migration patterns. For instance, by studying e @atterns of regional outmigration rates
over time, it may be concluded that this age patterelatively stable over time, or is
structurally different between groups of regiong, $table within each group. Baydar (1983)
studied the intertemporal stability of migrationensities in the Netherlands. Van Imhoff et
al. (1997) developed a methodology to detect siredan interregional migration patterns by
age and sex over time, which was subsequently tosiedmulate a projection model of
internal migration (van der Gaag et al., 2000). ®tieer approach follows the route of
explanation in order to detect structure in theratign process. Push and pull factors of
migration explain why certain regions have a high&migration rate or inmigration share,
and spatial interaction factors such as distanptagxwhy certain destination regions are
more attractive for specific origin regions thahas. This approach has its roots in the
gravity models and spatial interaction literaturevhich the migration process is decomposed
into factors related to the region of origin, fasteelated to the region of destination, and an
interaction component, which is usually a distateeay factor (Wilson, 1970). A recent
state-of-the-art example of this approach is th&MOD project, where a spatial interaction
model has been developed for internal migratiothénUK, which includes a large set of
policy-sensitive variables (Champion et al., 200@heringham et al., 2004, Rees et al.,
2004).

The demographic approach is aimed at projectionmyeks such, whereas the explanatory
approach first primarily answers thdy-question about the migration flows. Explanatory
models may under certain conditions also be usgdajecting into the future, although this
usually is in the form of scenarios. So, both apphes have partly similar aims, but different
routes to achieve this. Methodological advancehenast decades have also shown that both
approaches may use the same type of methodologgh vehthe Poisson regression model



(Willekens, 1980, 1983, Scholten and van WisseB519an Wissen and Rima, 1988;
Congdon, 1991; Flowerdew, 1991; Flowerdew and Lipu&88). Therefore, the choice
whether to choose a pure demographic approach ex@anatory approach is a matter of
model specification. This also opens the possyhititspecify a mixed model, whereby some
elements in the model are treated using a pure dexpbic approach, and others specified as
an explanatory submodel.

In this paper we will compare and evaluate demdgcaand explanatory approaches in
projecting internal migration in a number of Eurapeountries. The motivation for this
comparison derives from a European project, speaisoy Eurostatin preparation of new
subnational population scenarios for all countokethe European Union, at the so-called
NUTS 2 regional level (European Communities, 199®)ce the late eighties subnational
population scenarios have been carried out on behtle European Commission, and these
projects were evaluated by Rees et al. (2001).dDtieeir key conclusions was that previous
attempts in projecting internal migration were tnechanical and did not take into account
country- and region-specific information that mayitmportant. In other words, their
recommendation was to move away from a pure dermpbgrapproach to an explanatory
approach. Moreover, since migration motives diffecording to the stage in the life cycle,
the model should be segmented accordingly. Thisesékpossible to specify submodels for
student migration, labour market migration, farmtigration, retirement migration, and so
on. Before deciding on using such an explanatopyaach for inter-NUTS 2 migration, its
feasibility should be investigated in some defHilerefore, four countries were chosen to
compare and evaluate both types of models: theeXetids, Sweden and the BlKt is also
important to note that the current practice in pean countries reflects the broad array of
possibilities between pure demographic and exptapapproaches (van Imhoff et al., 1994,
van der Gaag et al., 1997, 2003). Some countseghe simplest of demographic
approaches, which involves only net migration ®talhereas other countries, such as the
Netherlands, use a complex model with housing abdur market variables, and specific
modules for students and other special groupsnfportant requirement for the models to be
used by the European Commission was that one commatimodology should be used in all
countries. This does not necessarily mean that soreefits all’, which was one of the main
points of criticism of the Rees et al. evaluatiepart, but that within one approach simpler
and more complicated variants should be possilelfgedding on the specific circumstances
and data availability of each country.

This paper is organized as follows. In the nextisadhe data are discussed. In section 3 the
methodology is presented. Section 4 gives the tesand the final section concludes.

2 The data

The variety of regional classifications across permakes it very difficult to compare
migration levels and patterns between countrieshEauntry has its unique set of sub-
national areas. Regions can differ significantlyhbio terms of size and structural
characteristics and those differences may havecatmns for the measurement of migration.
Large regions, for example, may subsume withirrtheundaries as intra-regional migrants
many of the flows that might be inter-regionalhiétregions were smaller. Thus, for countries
with only a relatively small number of large regio@a lower rate of inter-regional migration

1 Eurostat Invitation to tender no: 2002/S 67-052805 Lot 5
2 In the project Spain was also taken into accdunitdue to limited data availability for this conntt is left out
of the evaluation in the current paper



may be expected in comparison with countries thaeta large number of small regions. It is
appropriate to recognize that the huge variatigpopulation size across and within countries
is likely to have a significant impact on the madibgl outcomes, and that this factor alone is
sufficient argument to move away from the ‘one ditzeall’ approach. Figure 1 shows the
NUTS 2 regions in each of the four countries, ab agethe main inter-NUTS 2 migration
linkages. The number of regions is 8 in SwederintBe Netherlands, and 32 in the UK.

The source of the migration data in each countdifferent. The Netherlands and Sweden
have a complete population register, whereas itUtkeise a register of patients in the
National Health System (NHS) re-registering witlcios in different regions. Migration
patterns are broken down into 6 age groups, asiveden and the Netherlands also by sex.
A longitudinal approach is possible due to the labdlity of 8 to 9 years of observation.

Based on existing migration theory, hypotheses \icraulated about the main driving

factors of migration flows, and from these hypotdwses set of variables was collected, mostly
from Eurostat’'s REGION database. The distance bkriaas not available from REGIO or
from national statistical offices. In the caseldd tJK, the matrix of distances (in kilometres)
between NUTS 2 areas was built up as an averadistahces between smaller spatial units
for which information was available using the daisd of the MIGMOD project. For Sweden
and the Netherlands, straight-line distances wal@itated between the centres of NUTS 2
regions. The contiguity matrices of ones (indiogtontiguity) and zeros (indicating no
contiguity) were produced manually. Table 1 give®waerview of all variables used.

Table 1: The variables selected for modelling
Demographic Economic Other
Population GDP at ppp per inhabitant** Distance
Density Unemployment rate** Contiguity
Immigration Employment*
Accessibility Housing stock

* Change variable computed
** | agged and change variables computed

Each of the variables identified in this tablessamed to have an influence on migration.
Hypotheses can be formulated that specify the aathithe relationships in more detalil.
However, we must be aware that relationships betwagration and explanatory variables
tend to beime and scale specifitn addition, relationships will vary lggeandother
selective influence.g. a large population size may be importanyéamg workers but not
necessarily for young students. Moreover, we shoatde surprised to find thaignsof
regression model parameters as well as thgificancewill vary from place to place.



Figure 1: Main origin-destination flows (> 3000 gens) in each of the case study
countries in 1998 between NUTS 2 regions (sourag:der Gaag et al., 2003)

GVRE NORRLAND

u?%mu
e

PRINCIPADO-DE-ASTURIAS..
“PAIS VASCQ

GALICIA

ukn

MNCIA

—
ION DE MURCIA

UTA Y-MELILLA

. 4
o ocnu(hms
.




3 Model specification

As stated in the introduction, the Poisson regoessiodel is the vehicle that allows the
specification of demographic as well as explanatoiyration models. Following standard
practice in migration modelling, we model the in@rmigration process in two steps: first
the out-migration rates, and second, conditionabarmigration, the probabilities of in-
migrating to destinations:

mg®(t) = mP(t) piy ) 1)

All ratesm and probabilitiep are age- and sex-specife, 9. m;(t) is the rate of migration
from regioni to regionj, m(t) is the total rate of out-migration from regiprandp;;i(t) is the
conditional probability of choosing destination regjafter out-migration from region We

construct models separately foy*(t) and pji(t ).

Both the outmigration model and the destination choice moeled estimated on migration
data of the Netherlands, the UK and Sweden. Firstgusily data pertaining to the first half
of the period, a pure demographic model was estimatedextteexplanatory models were
tried, as well as mixed forms. A purely demographic ehdglusually a good description of
reality, but contains no causal “drives” that might pim@ahange over time in the migration
process. Comparing the goodness of fit of these twaetador each country gives insight
into the relative descriptive or explanatory power of nemdgraphic variablegs-a-visa
pure demographic approach. The best demographicxgahatory models, in terms of (a)
model fit, (b) parsimony, and (c) similarity in spécdtion with the models for the other
countries, were then used to for prediction. This premhighhase is a form of external
validation of the models. We used observed valuesajenous variables to predict
migration outcomes, thus leaving aside for the momeninipgoftant) question how to
predict these exogenous variables. Of course, thres igearshort period for prediction, but
the available time series do not allow longer time periodgdtidation. The next section
presents the main results, both of the model fitting asasethe prediction stage for the
outmigration model as well as the destination choice model.

Models for outmigration

A Poisson regression model for the outmigration rategteaform:

as —_ as REG AGE SEX TIME AGE*SEX REG AGE REGTIME
INO() =INBSQ) + 477 + py -+ LS+ - + is + 14 + L t..

)

The dependent variable O?(t) is the expected number of outmigrants out of regidor

age-sex groupa(s at timet. Theln P®(t) is the log of the population size of regiprmge

groupa, and sexs at timet. It is called aroffsetsince it has a fixed parameter value of 1.
Subtracting the offset from both sides of the equatioasy

InmeS(t) = In(oi (t)J = [JREC 1 gAGE

i +
R (1)

a ey



which is a log-rate model. The parameteggertain to the categories of each of the

dimensions in the multidimensional contingency eatfl the migration matrix. The main

effects ©"=C, u2°F, S and 1"™F relate to the marginal totals of each of the \meis. If

there was no interaction between each of the vi@sathe full migration table could be
described by a model with only main effects. Eaglhentry would be the product of the
marginal probabilities of the contributing variahl©f course in reality there are strong

interaction effects between the variables. Thedagteibution of outmigration is different for

both sexes, which makes the inclusion of the iotéya parameteg/-- >=* necessary.

Moreover, age profiles of outmigrants are likelypedifferent across regions, which
necessitates the inclusion of a separate interatgion 13- A°E. Other interaction terms

may be necessary as well, and the method to dedidd interaction term is necessary is
through a statistical analysis of the multidimensiomigration matrix over time. The model
gives parameter estimates, standard errors ofstimaaes, and an overall fit measure, the
DevianceD, which may be used to judge whether the inclusfoone parameter gives a
significant improvement of fit (the difference irefdance between two nested models is
approximately CHidistributed with degrees of freedom equal to tleedince in the number
of free parameters between both models. The nuofbeteraction terms with 4 variables
(region, age, sex and time) is substantial: thezéawo-way interaction terms, 4 three-way
interaction terms, and 1 four-way interaction te8horthand notation of the different
possible models specifications is as follows:

- a model with only main effects is: LPOP + A + S +R, where LPOP is the log
of the population, or offset

- a model including all two-way interaction effecss LPOP+AS+AR+AT+SR+ST+
RT (the inclusion of a higher order interactiomtamplies the inclusion of the
lower order interaction terms and the main effetisiefore the main effects
A+S+R+T are not specified here, but they are inetlidy definition)

- a model with all two-way interaction effects pluseahree-way effect is:
LPOP+AT+ST+ RT+ASR (note that only the non-impltae-way interaction
effects are specified separately here). This mspletifies that in addition to the
two-way interaction effects the age- and sex peefdf outmigrants are different
over the regions.

- a model with the four-way interaction term is sisngenoted as LPOP+ASRT, but
it contains as many parameters as there are ndh®ilongitudinal migration
table. This is the saturated model, and if the-fway interaction term is
significant, we cannot simplify the table by leayiout specific interactions,
without loosing significant information.

These log-linear models, or their multiplicativaua@lent, in which multiplicative terms=
expu replace the additive terms in the log scale, arelp descriptive. They describe the
structure among the dimensions age, sex, regiotiued For projection purposes, a time-
invariant model structure is preferred over a tvaeying structure. Time-invariant structures
are those specifications that do not involve T-terRor instance, the model LPOP+ASR does
not contain a time dimension, and this implies thate are region-specific age-and sex-
specific outmigration profiles, but that these pesfare time-invariant. Likewise, the model
LPOP+ASR+T implies that there is a generic time@f{i.e. a time-specific scaling factor)
but the overall ASR effect is stable over time. pajection purposes, the question would
then become how to project the T-terms into therutinclusion of a REG*TIME interaction
effect would imply that there are region-specifi@nges of outmigration rates over time. For



projection purposes this would mean that we haywdgect these regional specific factors
into the future. The log-linear analysis makedatac which terms are time-invariant and
which terms are varying over time.

The explanatory models within this Poisson regoesfiiamework are a straightforward
extension. The general form of an explanatory moéleltmigration rates is:

INO(t) = INR™(t) + X (M) £(1) ®3)

whereX(t) is a vector of explanatory variables, gha vector of coefficients to be estimated.
Mixed forms of demographic models including non-dgnaphic information are easily
specified, by combining equations (2) and (3). iRstance, we may specify a model of
outmigration rates by including a demographic padge- and sex-specific coefficients that
specify the different levels of outmigration peeaggx combination, and an explanatory part
of regional-specific and time-varying covariate®iplain the differences in rates between
regions and over time:

INO() = INR™S() + 428 + 4™ + pag™ "+ X (DB + Z(Da (4)

Using the shorthand notation introduced aboverttogel may be written as:
LPOP+A*S+X+Z.

One of the variables that may be included as ataea&fory variable is the population size of
the region. In that case, the variable is incluthede: first as an offset, to reduce the
dependent variable to a rate, and second as atatodiof region size, that captures the
statistical artefact that the larger the regior,d4maller the outmigration rate. Population size
as an explanatory variable is therefore assumédie a negative effect on outmigration
rates.

Models for destination choice

For the specification of the destination choice piddere are multiple options. The model
includes a distance function which measures tlsédn of interaction between origirand
destinatiorj. Here we have the choice between a demographiti@oin the form of a
historical migration matrix, and a functional fothat involves geographical distance. The
attractiveness function describes the attractivenéshe destinatioj) and here again the
choice is between a purely demographic approachrenvh region-specific dummy represents
each region, and an explanatory approach with catest The combination of these options
leads to three types of models as made clear ie 2atWe will deal with three of the four
model types, since one combination is not veryulsefthis respect (although it is the
Poisson regression equivalent of the doubly com&dsspatial interaction model using a
distance function).

Table 2 Four different specifications of the desiion choice model
Attractiveness function

Distance function demographic exogenous information

Demographic 1 2

spatial interaction function not used 3

The model form is multinomial logit, which has ttedlowing form:



Model 1: Demographic model with distance functieteen origin i and destination j:

M A
pi(t) = T (5)
Ea

WhereM_ij is the historical flow from toj (e.g. the average of the last five years), @tﬁﬂ is

an attractiveness factor for regiprwhich may be age- and sex-specific, for instance:

AP = DsSTASESEX or less complicatedA™ = 77" ¥ GrP=ST Ther's are the

multlpllcatlve equivalents of the loglinearterms. Note also that we have left out here the
lower order interaction terms and main terms hetetieir effect is included in the three-way
interaction terms that are released by their naiusion. The present specification still
contains as many parameters as there are combigatialestination, age and sex.

This model merely says that out-migration flows ofitare distributed over the destination
regions according to historical destination shaadfjsted by destination specific constants.

Technically this model is estimated as a Poissodahaf the flowsM i]f"s(t )n GLIM using
the following specification:

ok ok
RIG* AGE*SEX‘TIME + |Og M DEST AGE*SEX (6)

Iog Mijas(t) = :uiast j +'ula5

which is a doubly-constrained spatial interactioodel for each age-sex combinati@ns(

and with a historical migration matrix as the iaigon term. ThdogM_ij is the offset that
remains outside of the estimation procedure (iis.subtracted from the dependent variable
beforethe estimation procedure) Thgon'@ ACE'SEXTIME harameters, one for eadta(s,)
combination, fit the expected outflows exactly dqoahe observed outflows froifor each
(a,9 combination in each year, and tpels>" “°% *are proportional to the log of the

observed inflows intp  Equation (7) is transformed into (6) as follows:

(t) M'as(t) exp{ulgsthAGE‘SEX‘TIME+|Og|\/|u + IUEESTAGE‘SE B exp{logVI,J + IUEESTAGE*SEX}
J|| =
ZM (t) ZeXp RIGAGE*SEX‘TIME_'_lOgMIk + 1! ES'FAGE‘SEX} Zexp{logVIlk +ﬂkaSSTAGE‘SE><}

ﬂDESTAGESEX
u jas

ESTAGESEX
zMik kas

(8)

Note that the parameters pertaining to the out-atiigm flows cancel out. A shorthand
notation of this model is:

OAST + DAS + {OD}

where {OD} is the historical migration matrix, inded as an offset.



Model 2: Explanatory model with OD distance funetio

M_”exp{uEiESFAGE*SEx X, (1) 8%}

(9)

pip(t) = ———
kZlM x exXpltio ACESE L X (1) 8%}

Here we have added explanatory variablgs the demographic model, in order to explain
the relative attractiveness of the destinationsn&of theu terms need to be constrained to
zero in order to make the model identifiable. Thefficientsp may be age-, sex- and origin-
dependent. The model may be estimated in GLIM antyilas model (6). It may be
abbreviated to:

OAST + DAS + {OD} + ASX

where X refers to the set of explanatory variables.

Model 3: Spatial interaction model:

The formula is:

exp{u}gEST*AGE*SEX + XJ (t)ﬁias + Fi as i )}

(10)

P (1) =
D explttias T CE S X (087 + W )}
k=1

Here, the historical flow matrix is replaced bypatal interaction functiorFias(VVij ) of

distanceW; The function may be origin-, age- and sex-speciffee implementation in GLIM
is similar to equation (6). This model may be ablaied to:

OAST + DAS + OASX + OASF

where F refers to the distance function, and Xeder to the set of explanatory variables for
the attractiveness of the destination region.

4 Results

Results for the outmigration model

In line with the results of van Imhoff et al. (199fe demographic model for outmigration
was estimated as: OAS+T (for the UK the S dimeamnsias not available in the data). This

corresponds to a model for the outmigration ratthefform: m*(t) = A B, i.e. a time
factor and an origin-specific factor for each agg-sombination.

The best explanatory models for each country wiegbtly different. In shorthand notation
they were as follows:

10



Sweden: O+AS+T+LPOP+A* GDPLAG +A* UNEMPLAG +A* DENS
UK: O+tA +T+LPOP+A* GCDPLAG +A* UNEMPLAG +A* DENS

Here GDPLAG is GDP of time t-1, and UNEMPLAG is um@oyment one year lagged.
DENS is population density of the origin regionis’model includes dummies for age- and
sex-specific rates (AS), an origin-specific fadi@), and GDP, unemployment and population
density with age-specific coefficients. This metirest we have age-specific coefficients of
the explanatory variables. In general, the higherGDP level, the lower the outmigration
rates in Sweden, but not in the UK. Moreover, tighér the unemployment, the higher the
outmigration rate for the younger ages in both toes, but for higher ages the effect is not
significant (Sweden) or reverse (UK). Here, higlemmployment is associated with low
outmigration rates for middle aged and older people

The best model with explanatory variables for tedhérlands was slightly different. Instead
of lagged GDP and unemployment rate, the laggeidmabdifferences with the national
averages of GDP and unemployment were includeldemtodel (GDPZLAG and
UNEMPZLAG respectively), both not age-specific:

Netherlands: O+AS+T+LPOP+GDPZLAGHUNEMPZLAGHA* DENS

Here, GDP and unemployment have the expected amphare significant. Density is
marginally significant, and is positive: the higtiee density, the higher the outmigration rate,
especially for the older ages.

Table 3 shows the goodness of fit of the best nofibelthe three countries. Although for
Sweden and the UK the best explanatory model cepthie same variables, the goodness of
fit of these models compared to the best demogecapbdels does not point to one overall
conclusion. For Sweden the explanatory model gavistter fit to the data, whereas for the
UK the reverse is true. Taking also the resultthefNetherlands into account, we may
conclude that in the Netherlands the demographideingives an exceptionally good fit,

when judged from the mean LR. This is an indicatlwat in the Netherlands the structure of
the out-migration process is relatively time-inaat.

Table 3 Likelihood ratio test statistic (Deviancegults for out-migration models in three
countries
demographic model AO(S)+T ‘best’ explanatory models
LR test stat. d.f. mean LR LR test stat d.f. mean R
Sweden 5706 380 15.0 4272 438 9.75
UK 31474 764 41.2 45168 900 50.2
Netherlands 1805 572 3.2 13330 684 19.5

Next we used these models for prediction purpdsgsire 2 shows scatterplots of predicted
and observed migration rates (by region, age axdfseeach country. A perfect fit would
mean that all points lie on the diagonal in thetscplot. A heuristic fitting statistic is the’R
and regression line between predicted and obseates. For a good prediction, the intercept
should be 0 and the slope should be 1, which carebged when looking at the coefficients
and confidence bounds of the regression outpus iSlonly the case in the Netherlands. For
all other countries and models the intercept ie@wlO but the slope is less than 1, indicating

11



that the higher the observed rate, the larger tiderestimation of the rates. This is true for
both Sweden and the UK.

We may conclude from the UK and Swedish resultstti@best fitting models for migration,
based on information from the first half of the eties, do not give adequate results in terms
of prediction for the second half of the ninetig®y underpredict, and this bias is linearly
related to the size of the migration rate. Themoismuch difference here between the pure
demographic model, and the model including explanyatariables. For the Netherlands, the
situation is different: the predictive power of tm@dels is higher, and there is no structural
bias in the results. Both the demographic and xipaeatory model give satisfactory
predictions of the rates.

Results for the destination choice model

The three models presented above were estimat&iMeden, the UK and the Netherlands.
The specification of the demographic model wasveerfrom the results of van Imhoff et al.
(1997) and can be abbreviated as follows:

OAST+DAS+{OD}

(for the UK no S-dimension was available). The OA8Ms denote the outmigration totals
for each subcategory per year, and,as explainegeabee not related to the destination part.
The true destination model terms are DAS (eachradiin has an age- and sex-specific
attractiveness term) and {OD} which is the histatimteraction pattern. In the explanatory
models the explanatory variables used were a rapmass indicator (population plus
employment summed: LMASS), unemployment, grossoregdiproduct GDP, accessibility
and population density. The model specificationtfier explanatory models for each of the
three countries turned out to be:

For the explanatory model with historical interanotmatrix:
OAST+DA+A*GDPLAG+LMASS + {OD}

For the explanatory model with spatial interactionction:
OAST+DA+A*GDPLAG+LMASS + O*W+0O*Cont

where W is the straight line distance between oragid destination, and Cont is a dummy
indicating contiguity of adjacent zones. Both paggens are included in interaction with
region of origin, which means that we have origiedfic distance functions. GDPLAG is
the lagged value of GDP, and LMASS is the log oPR&MP, or population and jobs in the
region. The DA terms represent the age-profileésmigration in each region, and they are
time-invariant. The value of GDP is generally mdiwith expectations, but specifically for
age groups 20-49. For younger and older age grivgpsoefficients are not significant or
negative. LMASS is negative, indicating that migsaat the NUTS-2 level are not attracted
to larger regions in terms of population and/oisjob

12
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Figure 2 Observed and predicted outmigration reftestwo models in Sweden, the UK

and the Netherlands.
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Table 3 shows the fit results of the 3*3=9 models.

Table 3 Goodness of fit of three destination ehaiodels for three countries

Demographic model Explanatory model +OD Explaryatoodel plus spatial

interaction function
LR d.f. Mean LR d.f. mean LR d.f. Mean LR
LR LR

Sweden 7629 2838 2.68 7542 2831 2.66 16901 2850 3 59
UK 175777 28614 6.14 175389 28608 6.13 483110 28539 16.9
Netherlands: 18749 7134 2.63 18714 7128 2.63 53803157 7.58

The goodness of fit of the models indicates thatddmographic model, as well as the
explanatory model with historical interaction paeders perform much better than the pure
explanatory model with distance function. In thetidelands the performance of the
explanatory model including {OD} is much better thine other models, in Sweden and the
UK there are hardly any differences between thislehm fit with the demographic model.

These models, estimated on data of the period 1998-were subsequently used to predict
destination choice in the period 1996-1998 in ezidhe three countries. Figures 3, 4 and 5
present the results, in the form of scatter plétsbserved and predicted destination
probabilities for each country.

Figure 3: Observed and predicted destination proligs 1996-1998, Sweden
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Figure 4:

Observed and predicted destination pralitads 1996-1998, UK
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NL demographic model +{OD}
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The prediction results are different per countnd aot always totally parallel to the model fit
results reported in table 3. In Sweden we find thatexplanatory model with distance
function gives both the best model fit for the pdriL992-1995, and the best prediction for the
period 1996-1998, when judged from figure 3. TRésmigher than the other models, and the
points cluster around the diagonal. For the UK iwd the best fit for the demograhic model,
and this model is also best in terms of predictinrthe Netherlands, the demographic model
and the explanatory model with OD terms performastrequally well in model fit. The
predictive performance of all three models is weotdifferent, with a slight advantage for the
explanatory model including the OD term (when jutiffem both R and slope of the
regression).

Conclusions

We may conclude from the UK and Swedish resultstti@best fitting models for
outmigration, based on information from the firatftof the nineties, do not give adequate
results in terms of prediction for the second bélhe nineties: they underpredict, and this
bias is linearly related to the size of the migmatiate. There is not much difference here
between the purely demographic model, and the nindelding explanatory variables. For
the Netherlands, the situation is different: thedictive power of the models is higher, and
there is no structural bias in the results. Bothdemographic and the explanatory model give
satisfactory predictions of the rates.

When looking at the destination choice models, we different results per country. When
judged from a predictive point of view, in Swederahe UK we would prefer the pure
demographic model, in the Netherlands we would sbdbe economic model with OD term.
The common denominator in all these models istilsbrical interaction parameters perform
better in prediction, but for the attractivenesschion a similar conclusion may not be drawn.
Results are different per country, although thesfgudemographic model in the Netherlands
is not much worse here than the optimal model. Wasld support the conclusion that a pure
demographic destination choice model is a goocdagbr -short term- prediction. Note
however, that we do not include the important peobbf predicting the explanatory variables
itself here, since we used observed values of thasables for the years 1996-1998. In a
scenario study this is not a problem, but for pr&adin it surely is.

In the short run, destination patterns are québlet and may be predicted using historical
patterns. If this is still true for long-term pretiobn cannot be judged from these analyses. In
the long term the spatial structure of a country etzange, and this is by definition not
captured in purely demographic approaches. Indase we have to rely on explanatory
variables, for instance in a scenario setting.

The major problem with prediction turns out to betie outmigration rates. We found except
in the Netherlands, where these rates are mortiestan in the other countries, that the
optimal models for the early nineties seriouslyenpdedict outmigration in the second half of
the nineties. The models appear to be good in giedithe regional differences in rates, but
the time dimension is not captured well using thes@bles. This is equally true for
explanatory and demographic models of outmigratitos.likely that overall internal mobility
levels are related to the business cycle, for nt&tan the form as used by van der Gaag and
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van Wissen (2001). Such a model would be needséitttihe overall migration level in each
period. Future research is necessary to show if an@pproach is feasible.
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